<
IEEE @/

Control Systems
Society"

An |IEEE Control Systems Initiative

1| CONTROL FOR
— || SOCIETAL-SCALE
W CHALLENGES:
- ROAD MAP

i e
W/ Z
/ 77/ [
l Y 4 {
/e \ |
| ) N
\ S =
A p
N
~ N
R

Anuradha M. Annaswamy
Karl H. Johansson | George J. Pappas






CONTROL FOR SOCIETAL-SCALE
CHALLENGES: ROAD MAP 2030

EDITED BY:

Anuradha M. Annaswamy | Karl H.Johansson | George J. Pappas

PUBLISHED BY:
IEEE Control Systems Society

May 2023

SPONSORS:
IEEE Control Systems Society
International Federation of Automatic Control (IFAC)
National Science Foundation (NSF)

Digital Futures

INTERNATIONAL FEDERATION
OF AUTOMATIC CONTROL

@ E!_Egs IFAC @f digital futures

This report is available online at
https://ieeecss.org/post/control-societal-scale-challenges-roadmap-2030


https://ieeecss.org/post/control-societal-scale-challenges-roadmap-2030




CONTROL FOR SOCIETAL-SCALE
CHALLENGES: ROAD MAP 2030

EDITED BY:

Anuradha M. Annaswamy | Karl H.Johansson | George J. Pappas

AUTHORED BY:

Andrew Alleyne, Frank Allgéwer, Aaron D. Ames, Saurabh Amin, James Anderson, Anuradha M. Annaswamy,
Panos J. Antsaklis, Neda Bagheri, Hamsa Balakrishnan, Bassam Bamieh, John Baras, Margret Bauer,
Alexandre Bayen, Paul Bogdan, Steven L. Brunton, Francesco Bullo, Etienne Burdet, Joel Burdick, Laurent
Burlion, Carlos Canudas de Wit, Ming Cao, Christos G. Cassandras, Aranya Chakrabortty, Giacomo Como,
Marie Csete, Fabrizio Dabbene, Munther Dahleh, Amritam Das, Eyal Dassau, Claudio De Persis, Mario di
Bernardo, Stefano Di Cairano, Dimos V. Dimarogonas, Florian Dorfler, John C. Doyle, Francis J. Doyle lll, Anca
Dragan, Magnus Egerstedt, Johan Eker, Sarah Fay, Dimitar Filev, Angela Fontan, Elisa Franco, Masayuki Fujita,
Mario Garcia-Sanz, Dennice Gayme, Wilhelmus PM.H. Heemels, Jodo P. Hespanha, Sandra Hirche, Anette
Hosoi, Jonathan P. How, Gabriela Hug, Marija lli¢, Hideaki Ishii, Ali Jadbabaie, Matin Jafarian, Samuel Qing-
Shan Jia, Tor Arne Johansen, Karl H. Johansson, Dalton Jones, Mustafa Khammash, Pramod Khargonekar,
Mykel J. Kochenderfer, Andreas Krause, Anthony Kuh, Dana Kuli¢, Frangoise Lamnabhi-Lagarrigue, Naomi E.
Leonard, Frederick Leve, Na Li, Steven Low, John Lygeros, Iven Mareels, Sonia Martinez, Nikolai Matni,
Tommaso Menara, Katja Mombaur, Kevin Moore, Richard Murray, Toru Namerikawa, Angelia Nedich, Sandeep
Neema, Mariana Netto, Timothy O’Leary, Marcia K. O’Malley, Lucy Y. Pao, Antonis Papachristodoulou, George
J. Pappas, Philip E. Paré, Thomas Parisini, Fabio Pasqualetti, Marco Pavone, Akshay Rajhans, Gireeja Ranade,
Anders Rantzer, Lillian Ratliff, J. Anthony Rossiter, Dorsa Sadigh, Tarig Samad, Henrik Sandberg, Sri Sarma,
Luca Schenato, Jacquelien Scherpen, Angela Schoellig, Rodolphe Sepulchre, Jeff Shamma, Robert Shorten,
Bruno Sinopoli, Koushil Sreenath, Jakob Stoustrup, Jing Sun, Paulo Tabuada, Emma Tegling, Dawn Tilbury,
Claire J. Tomlin, Jana Tumova, Kevin Wise, Dan Work, Junaid Zafar, Melanie Zeilinger






Preface

The world faces some of its greatest challenges of modern time and how we address them will have a dramatic
impact on the life for generations to come. Control systems, with its advanced toolbox for understanding and
designing feedback, robustness, dynamics, decision-making, and complex systems in general for a wide set
of industrial and societal contexts, has an opportunity to play a central role in the development of technologies
and solutions for many of the key problems. Many control researchers are already engaged in such activities,
and some are even driving the rapid technological evolution we are currently experiencing. We believe however
that much more can be done. Awareness needs to be raised about societal drivers, technological trends, and
emerging methodologies that are most essential for control systems to gain critical mass and true scientific
and global impact. And we need to outline how control education and technology translation should evolve
in the new landscape and for the years to come, considering also issues related to limited natural resources,
ethics, regulations, etc.

The initiative to develop this road map on control for societal-scale challenges was taken by us more than two
years ago. Inspired by encouraging colleagues in the community and by past efforts, we engaged a group
of leading researchers to help organize the community around this activity. We have had many meetings and
workshops to discuss and prepare this document. It should be emphasized that the entire road map exercise
has been a true community effort. In the acknowledgement section in the end of the document, the large
number of contributors to the road map and the various events are listed. We received significant and focused
contributions from various leaders in the community as well as input from the community at large. This insight
was gathered through open invitations to articulate grand visions and broad roles for the control systems
community to participate in.

While we believe the road map will be of a strong and broad interest for many individuals and organizations,
we have prepared it with two principal audiences in mind: (1) Young researchers who are in a nascent stage
in their career. We want to draw their attention to open and important problems that can lead to significant
breakthroughs. (2) Funding agencies. We want to underscore the need for support to develop methodologies
that can lead to groundbreaking results and can be transitioned to societal-scale systems.

Finally, we would like to express our deepest appreciation for the commitment and dedication from all our
colleagues who contributed to the road map, the activities that led up to it, and reviewed various versions of it.
We are grateful to the leadership of IEEE Control Systems Society for launching this initiative and supporting it
from the beginning. Without the significant financial funding from the IEEE Control Systems Society, IFAC, US
National Science Foundation, and Digital Futures, this project simply would not have been possible to execute.
We would also like to thank Amritam Das, Angela Fontan, and Linnea Sundling for their help with many editorial
and organizational tasks.

We hope this road map will provide guidelines for participation in the overall scientific endeavor for developing
methods for the betterment of humanity.

Anuradha M. Annaswamy
Karl H. Johansson
George J. Pappas
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Executive Summary

The field of control systems applies specific principles and methods to control dynamic systems so that they
produce desired outcomes. The scope of this field has been gradually enlarging as the world embraces a
digital way of life. Information enriched by various degrees of analytics to inform decision-making is moving
beyond engineering into financial services, socioeconomic analysis, entertainment and sports, and political
and social sciences. Increased levels of automation are sought after in various sectors and being introduced
into new domains. All of these advances and transformations urge a shift in the conversation toward how
control systems can meet grand societal-scale challenges. This is the focus of this Control for Societal-Scale
Challenges: Road Map 2030.

The document seeks to chart a road map for the evolution of control systems, identifying social areas where
our discipline can have an impact over the next decade. We begin with a discussion of major societal drivers,
the role of control systems therein, and emerging technological trends that enable the implementation of
control systems. We delineate a few methodological directions in control systems that have recently emerged, as
well as needs and pathways for ensuring validation of emerging methods and technology transition. We also
provide insight into new workforce education and training curricula to address and implement the solutions
and methods identified.

The societal drivers we address span climate change, healthcare for quality of life, smart infrastructure systems,
the economy of sharing, and resilience in societal-scale systems. While these societal drivers discussed in
Chapter 2 introduce challenges, technological trends outlined in Chapter 3 provide opportunities for control
systems to address some of these challenges and outline new ones in Al and big data, electrification of
everything, engineering biology, and robotics in the real world. The challenges and opportunities in Chapters 2
and 3 lead to the investigation of new methods and concepts in control systems, some of which are outlined
in Chapter 4. These include learning and data-driven approaches, methods for safety-critical systems, resilient
cyber-physical systems (CPS), cyber-physical-human systems (CPHS), and novel control architectures. In
each case, near-term and far-term challenges are outlined.

Chapter 5 articulates technology validation with a focus on control implementation and demonstration of
impact. This chapter also points out the importance of engaging industry in the overall conversation of
advanced control technologies and their tangible benefits in various applications that could benefit society.
Recognizing that education is the cornerstone for the growth and prosperity of the control systems field,
Chapter 6 discusses university curriculum changes. It provides specific suggestions on what concepts
and methodologies should be emphasized and how to adapt to a new generation of students. Chapter 7
emphasizes that the control systems community has an important role to play in future technology designs that
respect human rights and human values, ensure ethics and fairness, and meet regulatory guidelines, even while
safeguarding our environment and our natural resources. Finally, Chapter 8 summarizes the recommendations
made in previous chapters. We end with Epilogue, a section that describes the genesis and evolution of this
roadmap, Acknowledgments that list all contributors and sponsors, a Glossary of keywords, and an Index.
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Foreword

As president, I'm delighted to express my full support for this flagship initiative led by the IEEE Control
Systems Society. The scope of IEEE is Advancing Technology for Humanity, and the Control Systems Society
is dedicated to advancing the theory and practice of systems and control.

2030 is the year chosen for the 2030 Agenda for Sustainable Development by the United Nations. It is therefore
most appropriate for the field of control systems to lead the way in solving societal-scale challenges over the
next decade. In this document, we propose novel scientific challenges that the community should pursue,
investigate workforce education and training curricula to address these challenges, and suggest strategies for
translation to innovation and transition to practice leading to future disruptive technologies.

It is important to acknowledge the editors of this milestone document: Anuradha M. Annaswamy,
Karl H. Johansson, and George J. Pappas. Their leadership, vision, passion, and hard work made this project
a reality. Anu, Kalle, and George coordinated an inclusive effort by a large number of leading members of
our community. Thank you all! | also acknowledge the generous support from the International Federation
of Automatic Control, the National Science Foundation in the U.S., and Digital Futures in Sweden. This road
map is the culmination of a collaborative effort by the systems and control community. | am sure that control
systems will play a pivotal role in enabling new technologies that will benefit society and will no longer be
perceived as “the hidden technology.”

Thomas Parisini
2022 President of the IEEE Control Systems Society

xiii






Introduction







Introduction

Anuradha M. Annaswamy, Karl H. Johansson, George J. Pappas

The field of control systems pertains to specific methods and principles to control dynamic systems and
produce desired outcomes despite uncertainties in the system and in the environment. The development of
these principles and methods has been both broad and deep, from aerospace systems and wireless networks
to bioengineering and traffic control. These methods are deeply embedded in many sectors, including energy,
transportation, healthcare, manufacturing, and robotics.

The scope of control applications has continuously increased over the past few decades. It has moved from
feedback control of a single device or system to optimizing and making decisions in large-scale systems,
system-of-systems, and infrastructure systems. This impressive growth of scope and scale is enabled by
large paradigm shifts in science and technology across the global landscape. Digital transformation has
been pervasive, enabling significant advances in mature engineering systems and introducing new concepts
and computational constructs in non-engineering systems such as economic and social sectors. This
increased cyber footprint, and related exponential advances in computational, communication, and actuation
technologies, have introduced the concept of automation into new domains and in many cases accelerated its
implementation. Applications such as self-driving vehicles and automatic control of aerial robots have entered
the social lexicon and captured the imagination of the general population. Automation does not only underpin
these applications but is being introduced into a host of other domains as well. All of these advances and
transformations urge a shift in the conversation toward how control systems can solve grand societal-scale
challenges. This is the focus of this Control for Societal-Scale Challenges: Road Map 2030.

This road map guides the reader on a journey into the future of control systems, illustrating new societal areas
where our discipline can have an impact over the next decade. It identifies major societal drivers and emerging
technological trends, proposes novel scientific challenges that the community should pursue, delineates
needs and pathways for ensuring validation of emerging methods and technology transition, and investigates
workforce education and training curricula to address and implement the solutions and methods identified.

Similar efforts with a large, ambitious scope have been carried out in the control community in the past
[1, 2, 3, 4]. While [1] focused primarily on scientific research challenges, efforts in [2] and [3] concentrated
on both success stories and research challenges across a range of applications. The reference [4] described
several critical societal challenges in various sectors, including transportation, energy, water, healthcare,
and manufacturing.

In 2019, discussions began in the CSS Executive Committee for a need for a document delivering a broad
picture of how control systems can effectively impact societal challenges. This led to organizing of two
workshops, one in June 2021 and another in June 2022, both of which focused on Control for Societal-Scale
Challenges. The workshop in June 2021 was held virtually, over two days. On both days, the first half of the day
was an open session attended by about 300 people worldwide. The second half of each day was dedicated
to creating the road map. The open sessions consisted of six panels organized around a range of topics,
including safety-critical autonomous systems, resilient infrastructure systems with Al and IoT, decision-making
with real-time and distributed data, control with human-in-the-loop, control for climate change mitigation and
adaptation, and education and training. About six panelists participated in each panel, with presentations



focused on the topic at hand, the role of control, the underlying challenges, barriers to entry, and the potential
societal challenges that this topic will impact. The topics were expanded on and organized around suitable
headings, setting the stage for creating the road map. Gaps and overlaps were identified with steps taken to
allow better exposition and more comprehensive coverage of the major topics.

Over the following 12 months, regular conversations were organized to brainstorm the overall structure of
the road map. This brainstorming included appropriate classification of topics to suitably capture the major
societal challenges to be presented in the road map. An overall structure emerged, with about six to seven
chapters, spanning societal drivers, technological trends, key methodologies, technology transition, and
education and training. The road map shows how main control methodologies can be brought to bear on
the societal drivers of global challenges and the emerging technologies that can help address and potentially
mitigate these challenges.

In addition to discussing drivers, challenges, and methodologies, we also discuss the transition from
control research to products and solutions in various application domains. Considerations and pathways for
technology transfer, understanding barriers and roadblocks in various application domains, and cost-benefit
of automations and other control solutions are articulated.

Readers will note that the title of this document specifies the year 2030. As this target is only eight years
away from the time of writing, the time horizon for the methods outlined in this chapter is not that far away.
We have chosen 2030 to emphasize that many of the glide paths that we need to embark on in order to meet
the global challenges should be created to meet this time frame. An additional point to note is that in many
of these cases, whether they concern realizing a high penetration of renewables, aggressive reduction of
greenhouse gas emissions, or phasing out of internal-combustion engine-based automobiles, the year 2030
figures prominently. We have therefore targeted this year as the focus for advancing and transitioning the
requisite control systems technologies.

A few details follow regarding the structure of this road map. In Chapter 2, we examine a few major societal
challenges that face the world in the 21st century. The first of those challenges is climate change, a problem
of increasing urgency that we are continuously exposed to. Healthcare issues that affect quality of life are next
addressed. Infrastructure systems that provide fundamental services such as energy, water, and transportation
are discussed, especially the impact of digitalization and empowered consumers. As we proceed deeper into
the 21st century and resources become scarce, new concepts of resource sharing (including the Sharing
Economy) are shaping society, and these are also discussed. Finally, concerns about global security and risks
that affect the socioeconomic landscape are delineated.

In Chapter 3, we outline emerging technological trends that support a large fraction of the efforts of the
scientific community at large. These include biological engineering, robotics in the real world, large-scale
electrification, and the roles of artificial intelligence and big data. Each one of these trends presents a range
of opportunities for the control systems community to play a role in addressing and mitigating the societal
challenges presented in Chapter 2.

Meeting the challenges and opportunities presented in Chapters 2 and 3 require new methodologies in control
systems, some of which are outlined in Chapter 4. These include learning and data-driven approaches,
methods for safety-critical systems, methods for resilience, analysis and synthesis of cyber-physical-human
systems (CPHS), and novel control architectures. In each case, near-term and far-term challenges associated
with each of these methods are outlined.



Chapter 5 articulates the need for a validation infrastructure to illustrate the performance of new control
methods and demonstrate their impact. This chapter also points out the importance of engaging industry
and the public sector in the overall conversation of advanced control technologies and their tangible benefits
in various applications. The important problem of bridging the gap between industrial needs and economic
and financial expectations on the one hand and relevant and significant research advances on the other is
addressed.

Recognizing that education is the cornerstone for the growth and prosperity of the field of control systems,
Chapter 6 discusses university curriculum changes. It provides specific suggestions on what concepts and
methodologies should be emphasized and how to adapt to a new generation of students. Finally, in Chapter 7,
we emphasize that the control systems community has an important role to play in future technology designs
that respect human rights and human values, ensure ethics and fairness, and meet regulatory guidelines while
safeguarding our environment and our natural resources.

A glossary of keywords and an index are included at the end of the document. Also included as appendices are
details associated with some of the societal drivers. Visuals are provided throughout the document to highlight
key ideas and underlying concepts. References are listed at the end of each chapter for further reading.

We have prepared this document with two principal audiences in mind: (1) Young researchers who are in a
nascent stage in their career. We would like to draw their attention to the societal needs and technological
trends that drive the development of the field of control systems, emerging methodologies, open problems,
and key challenges in applying control systems to address emerging needs. (2) Funding agencies. Given the
emerging scientific challenges and opportunities for control systems to impact those challenges, we want
this road map to lead to discussions with funding agencies and other sponsors about new research initiatives
that critically rely on advances in control systems. We want to underscore support needed to develop various
methodologies and validate and transition them to societal-scale systems.

We have made every effort to include all major imperatives that will shape the research directions that the
control systems community engages in. An effort is also made to outline a few other directions that our
community ought to engage in, such as ethics, fairness, socially responsible automation, and intersections
with regulatory agencies and policy makers.

Finally, we note that this entire road map exercise has been a community effort, with significant and focused
contributions from various leaders in the community as well as inputs from the community at large. This
information was gathered through open invitations to articulate grand visions and broad roles for the control
systems community to participate in. We hope that this road map will provide guidelines for participation in the
overall scientific endeavor for developing methods for the betterment of humanity.
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Societal Drivers

Society faces a number of major global challenges. More attention needs to be paid by the research
community to analyze and assess these global challenges and develop scientific tools and engineering
solutions to mitigate their effects.

This chapter highlights how the control systems community can provide tools and technologies for
five societal drivers. The chapter starts with a section on climate change mitigation and adaptation.
It highlights the existential threat climate change poses to humanity and the crucial role the control
community plays in developing methods and technologies to reduce greenhouse gas emissions and their
negative consequences. The second section presents challenges in healthcare and quality of life, including
equitable access to high-quality healthcare. Several opportunities connected to new medical technologies
and capabilities are discussed. The third section covers smart infrastructure systems. It focuses on how
the digital transformation of transportation, water, energy, food, and other infrastructures enables new
capabilities and opportunities for control due to advances in communication, sensing, and data analysis.
The disruptive paradigm of the Sharing Economy is covered in the fourth section. Here it is argued that
new notions of ownership and market interactions would benefit from new control-theoretic concepts.

The chapter concludes with a fifth section on the resilience of societal-scale systems, discussing the need
for better planning, management, and control of global systems such as supply chains and networks.
This section also highlights interdependencies between the societal drivers in this chapter, such as
infrastructure failures due to climate change and extreme events, which lead to complex vulnerabilities.

2.A Climate Change Mitigation and Adaptation

Pramod Khargonekar, Tariq Samad, Saurabh Amin, Aranya Chakrabortty,

Fabrizio Dabbene, Amritam Das, Masayuki Fujita, Mario Garcia-Sanz, Dennice Gayme,
Gabriela Hug, Marija lli¢, lven Mareels, Kevin Moore, Lucy Y. Pao, Akshay Rajhans,
Jakob Stoustrup, Junaid Zafar, Margret Bauer

This section is focused on the issues of climate change mitigation, adaptation, and resilience.
A comprehensive and diverse collection of research opportunities for the control systems community
is discussed along with considerations that provide a broader framework for this research.



Abstract In this section, we explore the enormous societal-scale challenges driven by climate change and
global warming and discuss possible research opportunities for the control systems community. We begin
with a synopsis of the current understanding of climate change processes and their impacts, including the
major challenges pertaining to replacement of fossil fuels and decarbonization of energy systems as well as
agriculture and land-use management. We also recognize that the impact of global warming is already being
felt. This motivates efforts on climate change adaptation and resilience. We present research opportunities in
the following topics: Infrastructures and Communities; Electric Energy Systems; Electric Power Generation;
Transportation, Homes, Buildings, and Facilities; Industry and Manufacturing; Hydrogen, Ammonia, and
Renewable Fuels; Food and Agriculture; Water; Artificial Intelligence Computations; Negative Emissions
Technologies; Geoengineering; and Environmental Monitoring. In each of these topic areas, we present three
concrete research directions where control systems can play a significant role, although the opportunities are
even more numerous. We then discuss several contextual issues that provide a broader frame for pursuit of
these research opportunities. We discuss the considerations for sustainable economic growth. Because of the
urgency and time-sensitive nature of climate change, we discuss the need for going from research to large-
scale deployment and how that might be accomplished. We discuss the role of education and awareness
among students and the broader communities. We underscore the need to consider the paramount issues
related to equity and justice (economic, regional, global, and generational). We then posit that the control
systems community will need to engage in transdisciplinary collaborations with experts from other fields of
science, engineering, health, social sciences, law, humanities, and arts for meaningful research that has a
desired, positive impact.

2.A.1 Introduction

Climate change poses an existential threat to humanity. It is now indisputable that the primary cause of
this threat is human activity resulting in high greenhouse gas emissions, which began during the Industrial
Revolution and has continued to rapidly accelerate. The first warnings of impending and irreversible climate
change were sounded decades ago, when governmental and intergovernmental policy makers had sufficient
time to enact the changes needed to avoid the dire situation we find ourselves in today. It appears that global
warming (of more than 1.5°C) is all but inevitable—and its adverse impacts are already being felt all around
the world.

The global community must now focus on actions that will save the planetary ecosystem from the most
dramatic potential consequences. Scientists are increasingly shifting away from the single-minded goal of
avoiding climate change and toward the twin goals of (a) reducing additional global warming beyond the 1.5°C
threshold and (b) mitigating and adapting to the effects of climate change.

With the emergence and convergence of powerful new technologies in the last few decades, the control
systems community is well-positioned to play a crucial role in the worldwide effort to tackle the challenges
posed by anthropogenic climate change.

On the information side, these promising technologies include advanced communications, the industrial internet
of things, artificial intelligence, machine learning, data analytics, and smart computing capabilities embedded
in edge devices. In collaboration with experts in these and other fields, the control systems community can
make vital contributions to climate resilience, including through the integration of key climate variable into the
planning and operations of critical infrastructure systems; the leveraging of feedback to manage multiscale
processes in resource-constrained settings; and the investigation of cross-sector interdependencies in
societal systems.
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Success will also depend on making major methodological changes—in particular moving beyond the
traditional insularity of controls research. For better and faster solutions, control design must be integrated
with overall system design rather than being relegated to later stages of development. And we cannot neglect
the human element—users and stakeholders need to be engaged through appropriate mechanism design and
behavioral incentives.

In this chapter, we will first review current data and projections on climate change and its anthropogenic
basis, noting in particular the recent assessment by the Intergovernmental Panel on Climate Change (IPCC).
Next, we will discuss several distinct targets for research and innovation for the control community, including
infrastructure systems, power generation and grids, industrial processes, transportation and logistics, and
food and agriculture. The urgency of the climate crisis means that research-as-usual approaches must be
eschewed. To that end, we discuss several important considerations related to sustainability, social justice,
deployment-at-scale, education, and transdisciplinary collaborations. General sources we have relied on for
this chapter include (IPCC, 2021, [1]) and (IEA, 2021, [2]). Unless otherwise noted, emissions information is
from (Our World in Data, 2020 [3]; see Figure 2.1). Additional references are included where appropriate.

2.A.2 Climate Change: the 2022 View

Earth’s climate system is undergoing rapid changes not seen in at least the last 2,000 years. There is evidence
that global average temperatures now are higher than the warmest period in the last 100,000 years, which was
6,500 years ago. The fundamental physical principles that govern the climate system are well established. It is
important to note that the climate system is an increasingly coupled natural-human system. Human behavior
plays a large and essential role in fundamental climate physics. Earth system models for climate are being
improved and used to predict (along with uncertainty in the predictions) its future course.

Agriculture,
Foresty &

Industry (5.2%)

Figure 2.1: Global greenhouse gas emissions by sector [3]; the data is for 2016.



The main causes of human activity-induced global warming include increases in CO,, CH,, N,O, volatile
organic compounds and CO, and black carbon. There is strong evidence that in 2019, atmospheric CO,
concentrations were higher than at any time in at least 2 million years, and concentrations of CH, and N,O
were higher than at any time in at least 800,000 years. It is estimated that CO, concentration has increased
from preindustrial levels of 280 ppm to 412 ppm in 2020.

The concept of climate sensitivity is defined as the expected increase in global average temperature in
response to the doubling of atmospheric CO, from preindustrial levels. The recent Sixth Assessment report
by IPCC ([1]) concludes that the (equilibrium) climate sensitivity is in the range of “2°C (high confidence) and
5°C (medium confidence).” This provides a possible range of global warming as future greenhouse gas (GHG)
concentrations increase.

The Sixth Assessment report provides very strong evidence that the global average surface temperature in the
2011-2020 decade was 1.09°C (confidence interval 0.95 — 1.2) higher than the 1850-1900 baseline. In fact,
each of the last four decades has been successively warmer than any decade that preceded it since 1850.
The report leverages extensive research on natural drivers of climate change such as changes in incoming
solar radiation, volcanic activity, and global biogeochemical cycles, among other drivers. It also shares
observational data on earth’s climate system variables to find unequivocal evidence that the human activity-
induced increases in greenhouse gases have “warmed the atmosphere, ocean, and land. Widespread and
rapid changes in the atmosphere, ocean, cryosphere, and biosphere have occurred.”

Global warming has already had significant consequences. The emerging techniques from climate change
attribution science allow us to causally connect global warming to specific observed events. For example,
the report concludes that globally averaged precipitation over land has increased since 1950 and that human
influence contributed to this phenomenon. The frequency and intensity of flooding events have increased.
There are also increases in agricultural and ecological droughts in certain parts of the world, including west,
central, and south Africa; west and central Europe; the Mediterranean; and western North America.

It is also virtually certain that human-induced climate change is the main driver of hot extremes (including heat
waves) that have become more frequent and more intense since the 1950s. It is also very likely that human
activity is causing ocean warming, the observed retreat of glaciers, and the decrease in Arctic ice. This, in turn,
has increased global mean sea levels by 0.2m between 1901 and 2018.

Increased levels of greenhouse gasses caused by human activities have also resulted in ocean acidification
and reduction in ocean oxygen levels, changing the migration patterns of large fish and sea mammals.

Climate change is happening around the world with increased frequency and magnitude of extreme weather
events. (Cold extremes, including cold waves, have become less frequent and less severe.) The future evolution
of the climate system will depend on how human behavior and policies will affect natural systems. The current
human population stands at 8 billion and is expected to increase to 9.7 billion by 2050. Much of this increase
will occur in Asia and Africa, with modest increases in the Americas. Underdeveloped economies and societies
in Asia, Africa, and other parts of the world will naturally and justifiably aspire to higher standards of living
and food-energy-water security. Thus, demand for energy, water, food, cement, metals, and other natural
resources is expected to increase. Thus, there is a strong imperative to meet these demands while avoiding
further climate change damage.
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There are numerous scenarios for how socioeconomic-technological systems will evolve to impact climate.
The Paris climate agreement, which was formally adopted in 2016, commits the world “to limit global warming
to well below 2, preferably to 1.5°C, compared to pre-industrial levels.” Nevertheless, the 1.5°C target appears
highly likely to be exceeded, hence the need to adapt strategies even as global coordination is harnessed
to limit further greenhouse gas emissions and global warming. Both strategy and global coordination will be
required to ensure a livable, sustainable planet.

2.A.3 Targets of Opportunity for Control Systems Scientists
and Engineers

The urgency and scale of the climate change problem should be an immediate call to arms for collaboration
between scientists, policymakers, and experts from many disciplines. Control scientists and engineers have
a crucial role to play.

In this section, we address a number of topics in which research and innovation are required and where
the control community can play a leadership role. Figure 2.2 provides an overall schematic illustrating the
interconnections between these topics and some of the associated technology enablers and applicable
control methods and tools.

In each case, we provide a capsule summary of the opportunity target, followed by three research priorities for
control scientists and engineers. (The limitation to three opportunities is solely because of space restrictions,
not a lack of additional research areas with high-impact potential.) We have also indicated the timeline in which
each opportunity could be expected to have broad societal impact—by which we mean that the technology
would be fully matured and deployment at scale underway—as follows:

e  Short-term: Societal impact by 2030
e Medium-term: Societal impact during 2030 - 2040
e Long-term: Societal impact post-2040

The authors of this section of the report plan to prepare a more comprehensive document in which the
opportunities noted below and others will be discussed at greater length.

Infrastructures and Communities

An outcome of climate change is that extreme weather is becoming an increasingly serious threat to critical
infrastructures such as electric power grids, transportation (road, rail, and air) systems, water treatment and
distribution, communication networks, and public safety. Some of these infrastructures are critical targets of
opportunity on their own and are discussed in sections below. However, many infrastructures have dynamic
interdependencies. For example, repairing electric grids after a hurricane requires that the transportation
system be available to move equipment and people. Similarly, traffic and water systems may depend on the
availability of electric power. Such sector couplings and interdependencies need to be carefully modeled and
addressed. In general, the toolkit of the control theorist or engineer on decision-making under uncertainty can
help in better integration of weather and climate data for both assessment and management of climate risks
to critical infrastructure.
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Figure 2.2: Control technology and tools can play a central role in addressing a wide range of challenges
associated with climate change adaptation and mitigation. A number of these challenges involve infrastructure
and communities (food and agriculture, water, transportation, energy systems, production, homes and
buildings) that directly impact humans and their interactions with the natural environment.

We also include the greening of communities and civil works in this section. Example opportunities:

e  Strategically allocate distributed resources for resilience in infrastructures and infrastructure networks,
failure identification, adaptation, and repair (medium-term)

e Design net-zero (or net-positive) smart cities with holistic models encompassing multiple vertical
functions (medium-term)

e Design resilient coastal structures and management systems capable of withstanding expected
sea-level rise (long-term)

See also Section 2.C of this report for further discussion of control-relevant infrastructure opportunities.
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Electric Energy Systems

A dramatic transformation of power grids is underway. The world is moving from the historical model of
centralized, dispatchable power generation based on fossil fuels to a distributed system in which the most
power generation is from renewable sources. The vision is to create an autonomous, continuous, secure, and
decarbonized power grid that is both efficient and affordable. Today’s grid technologies and operations are
poorly suited for massive-scale penetration of renewable generation. New advances in control technologies
and architectures transitioning from conventional centralized controls to more distributed and hierarchical
controls will be essential to ensure that tomorrow’s grids are stable, reliable, scalable, and cost-effective. The
challenges and opportunities span transmission and distribution networks, and that division itself may need to
be revisited. Example opportunities include:

e Develop control using new power electronics technologies for enabling renewable integration (short-term)
e  Create new economic models for dynamic electricity pricing across different timescales (medium-term)

e Create distributed optimization and control for deep integration of renewable generation, storage,
and demand management (medium-term)

Electric Power Generation

A major priority is to replace fossil fuel-based electricity production with renewable energy such as wind, solar,
and geothermal. Wind and solar energy costs have decreased dramatically in many regions and nations, with
the levelized cost of energy at parity with or better than fossil fuel generation. Additional renewable sources,
such as marine and riverine hydropower, are also promising avenues for enhancing carbon-free generation.
Opportunities for the control community exist at multiple levels, from turbines to generator assemblies to grid
interfaces. Example opportunities include:

¢ Dynamically manage and optimize large-scale renewable energy generators (short-term)

e Develop control co-design for floating offshore wind, tidal, and wave power generators (medium-term)

e Optimize coupled cross-sector electricity generation, including hydrogen and biofuels (long-term)

Transportation

Decarbonizing road, rail, air, and marine transportation, which accounts for about 16% of global greenhouse
gas emissions, is another high priority for climate change mitigation and adaptation. In the last few years,
electric vehicles have made dramatic progress, but more is needed: The IEA projects that oil share will need to
drop to slightly over 10% in the transport sector worldwide if net-zero emissions are to be achieved by 2050
[2]. The decarbonization of air and marine transport is in the exploratory stage. In addition to electrification,
other energy strategies, such as hydrogen and ammonia, also need to be developed. This opens up a gamut
of research opportunities for the control community, not only at the level of individual vehicles but also for
logistics and freight networks. Example opportunities include:

e Create sensing and control for batteries, fuel cells, and emerging powertrains such as hydrogen and
ammonia (short-term)

e Develop novel CPHS designs for energy-efficient smart mobility, including vehicle-to-facility/-grid
power flows (medium-term)

e  Control decarbonization of multiscale transportation networks (long-term)
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Homes, Buildings, and Facilities

Homes and buildings account for about 18% of global greenhouse gas emissions. Some level of decarbonization
will automatically occur as renewable generation is expanded, but other opportunities in the built environment
also exist. The focus should not be limited to individual buildings, whether residential or commercial; larger
scales of habitation are also promising targets. We need to remember that these are places where people
live and work, and thus human behavior must be considered. A major opportunity here is to match the
energy a community needs with renewables in a flexible manner, i.e., using demand management. Example
opportunities include:

e Develop greenhouse gas emissions-aware energy management for data centers (short-term)
e Automate and control intelligent microgrids and demand response (short-term)

e Control co-design and operation of energy-efficient geothermal heat pumps for heating and cooling
(medium-term)

Industry and Manufacturing

The carbon impact of industrial and manufacturing processes arises from the extensive use of power and
heating, and both must be addressed. In addition, the diversity of facilities implies that some opportunities are
sector-specific. However, some sectors are large enough carbon emitters (e.g., iron and steel, chemicals and
petrochemicals, cement) to require dedicated attention. In some cases, new industrial processes may need to
be developed as alternatives to energy-intensive and hard-to-decarbonize processes. Almost 30% of global
greenhouse gas emissions arise from industry. Moves toward circular economies, which emphasize resource
efficiency, reduced waste, and reuse, can also help the sustainability of manufacturing—and the inherent
feedback loops involved imply strong control connections. Example opportunities include:

e Ensure energy efficiency of industrial processes and equipment, integrating heat and power (short-term)

e  Optimize and control “greening” energy-intensive manufacturing sectors (medium-term)

e Optimize and control CO, capture, utilization, and storage (long-term)

Hydrogen, Ammonia, and Renewable Fuels

Energy-dense fuels with low carbon footprints are needed to replace conventional oil, gas, and coal for
applications beyond the performance limits of current or near-term electric energy storage technologies.
Clean hydrogen and hydrogen-based clean-burning liquid fuels such as ammonia and low-carbon biofuels are
potential energy carriers for such applications. Hydrogen and its derivatives are expected to contribute 10%
of the total emissions reductions at the lowest cost [4] by 2050, equivalent to 80 GT of CO,. Because it is at
an incipient stage, this sector presents numerous opportunities and challenges for design, innovation, and
technology development. Example opportunities include:

¢ Design and implement electrolyzer control systems with extensive buildout for large-scale hydrogen
production (short-term)

e Produce hydrogen from natural gas with carbon capture and sequestration (blue hydrogen), including
advanced process control, dedicated SCADA, and reservoir modeling [5] (medium-term)

e Control co-design for the production of synthetic hydrogen-based fuels such as ammonia, methanol,
e-methane, and e-kerosene, especially for the transportation sector (long-term)
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Food and Agriculture

Agriculture, forestry, and land use activities account for over 18% of global greenhouse gas emissions. In
addition, the impact of climate change on crop cultivation is expected to be drastic. This sector will need to
rapidly evolve in order to gain flexibility and adaptability to environmental changes and to optimize production.
Recently, the development of the Agriculture 4.0 paradigm—the integration of sensors, actuators, algorithms,
and digitalization—has provided a platform for control systems to play a key role in sustainable agriculture. The
entire food supply chain also presents opportunities for control. Example opportunities include:

e Coordinate uninhabited aerial and ground vehicles for agriculture and other land use (short-term)

e Manage food supply chain for sustainable product distribution integrating greenhouse gas footprints
(medium-term)

e  Control agrivoltaics for integrated agriculture and power generation (medium-term)

Water

The deleterious impacts of climate change on water are numerous and evident. Water levels are already being
depleted inrivers, streams, aquifers, and freshwater lakes, even as sea levels are rising in oceans. Supplies of —
and demand for—potable water need to be better managed. Water scarcity is affecting agriculture worldwide
too. If left unaddressed, the adequacy of food supplies for a growing global population will be in question.
Increased frequencies of floods and storm surges raise a different kind of critical concern, one that relates to
climate change adaptation as well as mitigation. Example opportunities include:

* Manage and optimize agricultural irrigation and its associated infrastructure (short-term)

e Create dynamic models and control strategies for water conservation in communities, including
behavioral change (medium-term)

e Control and optimize water treatment, including resilient and autonomous mobile facilities (medium-term)

Artificial Intelligence Computations

The estimated amount of computation used to train deep learning neural network models increased 300,000
times between 2012 and 2017 [6]. Computational workloads for Al and digital transformation are expected to
grow up to 100-fold, outstripping GPU scaling and Moore’s law [7]. The climatic repercussions of large-scale
information and computing technologies (ICT), especially machine learning, can no longer be ignored. Pursuing
efficient computation and communication is an urgent need, even as renewable sources are increasingly being
relied upon for power. Example opportunities include:

e Develop energy optimization for training algorithms, covering both model architectures and hardware-
aware execution control (short-term)

e Optimize computing infrastructure and hardware, encompassing data storage, parallelization, and
repurposing (medium-term)

e Develop distributed learning algorithms, leveraging large-scale edge and cloud computing and
optimizing resource allocation based on greenhouse gas considerations (medium-term)
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Negative Emissions Technologies

Completely cutting out carbon emissions in the near term is virtually impossible—some forms of transport,
industrial activity, and agriculture and husbandry cannot be made greenhouse gas-neutral yet. Other actions
must be taken to offset these emissions. i.e., negative carbon technologies are essential. The opportunities
range from landscaping to CO, capture, utilization, and storage. Example opportunities include:

e Measure, track, and optimize emerging carbon markets (medium-term)
e Design and control direct-from-air CO, capture systems (medium-term)

e Design and operate artificial photosynthesis systems (long-term)

Geoengineering

Geoengineering is a controversial topic but one that offers opportunities for controls research. By making
large-scale interventions in the Earth’s ecosystem, including in its oceans and atmosphere, greenhouse gasses
may be absorbed, and solar radiation reaching the planet’s surface may be reduced. Such interventions may
involve extensive aerosol releases in the atmosphere, launching and unfurling large reflective mirrors in space,
and enhancing the CO, absorption capacity of oceans through massive chemical doping. As these examples
suggest, considerable caution needs to be exercised in even contemplating some geoengineering projects—
and control scientists can help sound alarm bells where needed. On the other hand, today’s large-scale
projects on generation and storage also have geoengineering implications that need to be better assessed.
Example opportunities include:

* Plan large-scale renewable generation sites to minimize adverse local ecosystem and climate impacts
(medium-term)

* Model ultrascale spatiotemporal ecosystems, taking into account the interconnections among
terrestrial, oceanic, and atmospheric dynamics (long-term)

e Develop risk-sensitive optimization and control under high long-term uncertainty, with awareness of
the potential for catastrophic unmodeled effects (long-term)

Environmental Monitoring

The truism that we cannot control what we cannot measure is relevant for climate change mitigation and
adaptation. Sensing, estimation, and monitoring will be necessary to assess continuing greenhouse gas
emissions and the effectiveness of control strategies for reducing them. Instrumentation on the ground,
on and underwater, in the sky, and in space will be required, along with integrated analytics incorporating
spatiotemporal dynamic models. To be effective, environmental monitoring must be undertaken as an
international collaboration. Example opportunities include:

e Develop fault detection and alarm management in large-scale instrumentation networks (short-term)
e Undertake regional and planetary-scale spatiotemporal estimation and filtering (medium-term)

e Cooperatively monitor the environment with fixed and mobile sensors (medium-term)
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2.A.4 Broader Perspectives

Climate change mitigation and adaptation is complex and not just an engineering or technology problem.
It requires a collaborative effort among engineers, technologists, economists, and those developing social,
regulatory, and public policies. We need to be aware of this broader context as we develop frameworks for
impactful research, education, and real-world translations.

Sustainable Economic Growth

Sustainability requires a balanced interplay between society, the economy, and the environment. The key
question to address is how we can create and maintain a prosperous society with high quality of life for all,
without the negative impacts that have historically harmed our environment and communities in the name of
development. Economic growth is part of the solution, particularly for developing nations that need to raise
standards of living and improve health, nutrition, and education for billions of people. Economic growth must
be accomplished while effectively managing and natural resources and preserving them for current and future
generations. Our vision needs to shift from consumption and waste to regeneration and recirculation—a shift
that will enable future generations to thrive.

From a climate change mitigation perspective, we must minimize the need for fossil fuel energy sources while
meeting economic growth targets. This is a major challenge and requires a rapid reduction in the costs of
technologies. However, given that such cost-competitive technologies do not currently exist, we can expect
that fossil fuel-based energy sources will be used for at least the next decade.

It is also important to steer economic growth toward a sustainable future, i.e., green growth. Investments
in sustainable development, elimination of fossil fuel in various sectors, creation of circular economies, and
climate change adaptation and resilience can enable economic growth and long-term sustainability.

From Research to Large-Scale Deployment

Climate change mitigation and adaptation require solutions that can be implemented at scale. Typically,
energy-generating and energy-consuming systems are large-scale systems, e.g., electric grids, transportation,
buildings and cities, and manufacturing. Because we are in a race to decarbonize the energy system before
global warming exceeds 2°C or even goes well beyond, the transition from research to large-scale deployment
is a major challenge. Dramatic reductions in the costs of wind and solar electricity are, therefore, inspiring
developments.

Fortunately, there is an increasing understanding of research-based innovations. Also, government funding
agencies are focusing on the need for high-impact innovations. The controls research community should
systematically, creatively, and aggressively think about the research-to-real-world transition. National-scale
testing and experimental infrastructures will be needed. The business case for investment in new technologies
also needs to be understood.

Tight coordination and collaboration between academic researchers and industrial communities can be
especially helpful. Developing collaborative networks with shared goals, datasets, and mutually reinforcing
activities can also be a powerful approach to ensure research results have real-world impacts. Closer ties with
policymakers and regulatory bodies will also be needed to expedite the adoption and scale-up of solutions.
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Education and Awareness

The younger generation of students is deeply interested in and motivated by climate change mitigation and
adaptation. Many of them see these as “their problems” that their generation will have to deal with. There is
little doubt that many students interested in control systems are also interested in the challenges posed by
climate change. As such, there are opportunities to include topics related to climate change in undergraduate
and graduate-level controls education. These can range from using examples and projections of climate
change impacts in undergraduate courses to multidisciplinary advanced courses at the M.S. and Ph.D. levels.
A specific opportunity is a course on control methods for sustainability.

Awareness of the ecosystem, and especially climate, as a dynamic system, and the relevance of control
science and engineering for its stewardship, need to be instilled in the broader public—an audience that
educators within the discipline rarely reach out to.

This topic, which goes beyond the specific societal challenge of climate change mitigation and adaptation,
is also discussed in Chapter 6 in this report.

Equity and Energy Justice

Historically, the effects of climate change and environmental degradation have dramatically impacted the
disadvantaged and poorer sections of society worldwide. For example, the impact of fossil fuel plants on air
quality has been disproportionately borne by poor and minority communities. Similarly, climate change impacts
such as flooding, droughts, and wildfires disproportionately impact these same communities. Heat waves
affect poor households without adequate air-conditioning, leading to loss of life. Sea level rise is expected to
affect poorer nations, leading to large migrations. Developing nations have borne the brunt of climate change
yet have made a relatively small contribution to global warming. These are the nations that need better energy
infrastructures in order to develop their economies.

Development of new climate-related technologies can further exacerbate these problems. For example,
increased government investments in research, development, and commercialization can further widen
economic inequality. Perversely, the increased costs of climate change mitigation and adaptation might worsen
the burdens on disadvantaged communities.

The control community must be fully cognizant of these issues of energy justice, intergenerational equity, and
global economic development as it engages in work related to climate change mitigation and adaptation (see
also Chapter 7 for additional discussion).

Transdisciplinary Collaborations

It is important to note that climate change mitigation and adaptation problems are beyond the remit of
any single discipline. Progress on climate change problems will require collaboration among engineering,
business, social-economic-behavioral sciences, and humanities. The control community does not necessarily
have the right models to deal with these broader perspectives, particularly where socioeconomic-technical
intersections occur.

Thus, it is not helpful to think of these problems as control problems. Rather, the control community should
partner with experts from other domains and fields to form collaborative teams to address the large-scale,
urgent, and daunting challenges. Forming such teams is a challenge considering the additional time and
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resources needed to develop effective and functional teams. Fortunately, there is a large body of literature,
tools, and techniques for convergent transdisciplinary research and innovation. The control community should
also be proactive in rewarding and recognizing its members working on such collaborations, as their work does
not easily fit into the traditional framework for publications, presentations, and professional advancement.

Concluding Comments

The enormous challenges posed by climate change mitigation and humanity’s sustainable adaptation to its
effects offer signature opportunities for systems and control scientists and engineers. As is evident from
this section, the scope and scale of opportunity for the control community are broad and deep, spanning
numerous technology and industry sectors. Multiple, specific challenges in these sectors offer opportunities
for examination by experts in systems, design, modeling, controls, decision-making, optimization, and related
topics. A summary of the opportunities examined in this chapter—recognizing that these are but a subset of
the vast array of opportunities open to the control community to showcase its capabilities to help address
climate change and mitigation—is shown in Figure 2.3.

The climate change challenge is of urgent and existential importance. It renders historical paradigms of control-
centric research, translation, and development inadequate. Transdisciplinary collaborative partnerships are
necessary, and these must extend beyond science and engineering disciplines to also embrace the humanities
and social sciences. Early engagement with industry and government will also be crucial so that deployments
can take place at scale and as rapidly as possible. We have humanity’s future to gain but little time to lose.
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SHORT-TERM OPPORTUNITIES

L X XX X X X 4

Power electronics for renewable integration
Large-scale renwable energy generators
Batteries, fuel cells, and emerging powertrains
Data centers

Automated microgrids and demand response
Industrial processes and equipment integrating heat and power
Electrolyzer systems for hydrogen production
Coordinated uninhabited vehicles for land use
Argicultural irrgation and associated infrastructure
Machine learning algorithms

Large-scale instrumentation networks

MEDIUM-TERM OPPORTUNITIES

* 0

L X X4

L K 4

Strategic allocation of distributed resources for infrastructures and networks
Net-zero/net-positive smart cities

Dynamic electricity pricing across different timescales

Floating offshore wind, tidal, and wave power generators
Energy-efficient smart mobility, including V2X

Geothermal heat pumps for heating and cooling

“Greening” energy-intensive manufacturing sectors

CO, capture, utilization, and storage

Blue hydrogen

Food supply-chain management for integrating GHG footprints
Agrivoltaics for integrated agriculture and power generation

Water conservation in communities, including behavioral change
Water treatment, including for mobile facilities

Computing infrastructure and hardware

Distributed learning algorithms based on GHG considerations
Emerging carbon markets

Direct-from-air CO, capture systems

Renewable generation sites minimixing adverse local impacts
Regional and planetary-scale spatiotemporal estimation and filtering
Cooperative environmental monitoring with fixed and mobile sensors

LONG-TERM OPPORTUNITIES

L R X R 2

Resilient coastal structures for rising sea levels

Deep integration of renewable generation, storage, and demand management
Coupled cross-sector electricity generation

Decarbonized transportation networks

Synthetic hydrogen-based fuels, especially for transportation

Artificial photosynthesis systems

Ultrascale spatiotemporal ecosystem modeling

Risk-sensitive optimization and control under high long-term uncertainty
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Infrastructures and Communities
Electric Energy Systems

Electric Power Generation
Transportation

Homes, Buildings, and Facitilities
Industries and Manufacturing
Hydrogen, Ammonia, and
Renewable Fuels

Food and Agriculture

Water

Avrtificial Intelligence Computations
Negative Emissions Technology
Geoengineering

Environmental Monitoring

Figure 2.3: Selected opportunities for control scientists and engineers to address climate change and
mitigation. The color coding indicates the subsection in this chapter where the topic is further elaborated.
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Recommendations

For young researchers: Climate change is arguably among humanity’s most important challenges,
if not the single most important. It will affect our lives and our communities for decades to come. It
encompasses avery large and diverse set of technical topics. Because of its inherently transdisciplinary
nature, it will catalyze continued intellectual growth and ever-expanding perspectives. You will have
opportunities to work with colleagues from other fields of knowledge on collective goals. You will
also have opportunities to work in a variety of organizations, including academic, private industry,
nonprofit, policy, and government.

For funding agencies: The importance of climate change cannot be emphasized enough.
To address this challenge and develop urgent and effective solutions, robust financial and
programmatic support from government, private, and philanthropic organizations is essential.
There is a great variety of research topics within this overall theme. Thus, one or more of these
themes is likely to align with any given funding agency’s goals. It is very important to keep in mind
that climate change research is inherently transdisciplinary. Control systems experts can make
important and essential contributions. But to realize this potential, research funding programs
should be designed with care, encourage transdisciplinary collaborations, and integrate control
systems where appropriate.



2.B Healthcare and Ensuring Quality of Life

Marcia K. O'Malley, Philip E. Paré, Sri Sarma, Tommaso Menara, Fabio Pasqualetti,
Timothy O’Leary, Rodolphe Sepulchre, Francis J. Doyle Ill, Eyal Dassau, Sarah Fay,
Anette Hosoi, Dalton Jones

Healthcare and quality of life are important societal-scale challenges that will increase in
importance as populations grow and age. The control system community has played and can
play even more of a key role in the development of technologies and systems that meet these
challenges and enhance healthcare outcomes.

Abstract Quality of life is critically important to all human beings. As we age and experience declining health,
disease, and injury, our perceived quality of life is intertwined with issues of healthcare. There are significant
challenges to achieving equitable access to high-quality healthcare globally. These challenges include the rising
numbers of older populations worldwide; increasing healthcare costs; decreased trust in science and public
health advisors; and the increasing occurrence, awareness, and attention to mental health issues. Despite
these challenges, new technologies and capabilities can and will significantly and positively impact human
health and quality of life. Current perspectives on healthcare and quality of life have been shaped over years
of slow-moving, often costly progress and were then recently transformed by the COVID-19 pandemic. In this
section, we discuss how pandemics and epidemics historically, currently, and continually affect the world and
our field. We also provide some context for medical device development and the regulatory aspects that must
be understood. We then proceed to expound upon target opportunities for the control systems community
in the areas of systems-level medical technologies, neuroengineering solutions to modulate the central and
peripheral nervous system, and medical devices that incorporate closed-loop control to regulate and treat
disease. The section concludes with recommendations for young researchers and relevant funding agencies
to help the control systems community address the societal-scale challenges of healthcare and quality of life.

2.B.1 Introduction

Quality of life is critically important to all human beings, and as we age and experience declining health,
disease, and injury, our perceived quality of life is intertwined with issues of healthcare. A recent report by
Deloitte examined significant drivers that are influencing healthcare globally, including the worldwide COVID-19
pandemic, rapid advances in medical science, and exponential growth in digital technologies and data
analytics (see Figure 2.4). These drivers are coupled with increasingly informed and empowered healthcare
consumers and a significant shift from thinking only about disease care to more broadly addressing prevention
and well-being [8].
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There are significant challenges to achieving equitable access to high-quality healthcare globally. In the U.S.,
the number of Americans 65 and older is expected to nearly double by 2060 [9], and this trend is even more
apparent in other countries. The costs of treatments and prescription medications are escalating. Decreasing
trust in science, healthcare workers, and public health initiatives has resulted in vaccine hesitancy. There is a
shortage of healthcare professionals due to the ongoing stressors of the COVID-19 pandemic. Mental health
concerns are also on the rise, with increased attention on pandemic- and age-related isolation, and the impact
of social media on mental health and well-being.

) Mental health & Future of
Health equity well-being medical science

Environmental, Digital tranformation & Public health
Social, and Governance HC delivery model reimagined
convergence

Figure 2.4: Six primary issues for the global healthcare sector [8].

But all is not dire. New technologies and capabilities have the potential to positively impact human health and
quality of life in significant ways. For example, there is an increasing focus on disease prevention and health
monitoring using wearable technologies and fitness trackers. Compared to other nations, the U.S. excels in
common prevention measures like flu vaccinations and breast cancer screenings [10]. The COVID-19 pandemic
showed the potential for novel mMRNA technologies to enable rapid vaccine development. New therapeutic
techniques are showing promise to deliver gene-based therapies tuned to an individual. There are government
initiatives to expand access to healthcare, life expectancy is on the rise worldwide. The emergence of enabling
technologies such as data analytics, novel sensors, and advanced imaging techniques creates opportunities
for further advancing the quality of healthcare and health-related quality of life. The control systems community
is strongly positioned to address these challenges and further advance our capabilities and technologies.
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2.B.2 Current Perspectives on Healthcare and Quality of Life

There are a number of stressors that shape healthcare and quality of life. Some stressors are not directly
related to healthcare but impact it nonetheless, particularly in terms of equity. For example, extreme poverty
worldwide (exacerbated by the pandemic), climate change, and emerging geopolitical conflict affect healthcare
access and quality [8]. Many countries struggle to offer universal health coverage to their people, leading to
large out-of-pocket expenses for those seeking healthcare and treatment for disease and prevention. There
are also large differences in the quality and access to healthcare worldwide, including access to facilities,
state-of-the-art technologies, and even appropriately skilled clinicians. Telemedicine for disease diagnosis and
counseling has emerged as one way to reach rural and underserved populations, but issues of data privacy
and confidentiality have not fully been addressed [8]. Further, unintentional but systematic biases exist based
on age, race, gender, caste, sexual orientation, disability, mental illness, and more, resulting in inconsistent
healthcare experiences across populations [8]. Clinical trials often fail to truly and meaningfully represent
the heterogeneity of populations. Artificial intelligence and machine learning techniques have great potential
to transform healthcare, from offering new insights and capabilities for treatment decisions and disease
detection. However, there are ingrained biases in algorithms in these systems that have the potential to result
in inaccurate or missed diagnoses, leading to undesirable clinical outcomes and poor experiences for patients
[8]. Finally, trust in healthcare providers varies across race, culture, and ethnicity, and this can affect whether
or not people take advantage of preventive healthcare interventions like vaccines.

The previous section of this chapter focused on climate change, which has been recognized as a health
emergency by leading organizations worldwide [11]. Healthcare costs related to climate change and pollution
topped $820 billion per year in the U.S. in 2021 [12]. Healthcare impacts related to climate change and
pollution include an increase in heat-related deaths, malnutrition due to extreme flooding and drought, and a
climate that is becoming more suitable to the spread of infectious diseases [8]. Natural disasters are increasing
in frequency, intensity, and variability, leading to negative downstream effects that challenge healthcare
infrastructure, supply chain, and workforce [8].

Mental health and well-being are increasingly being recognized as a healthcare and quality-of-life priority. It
has been stated that one-quarter to one-half of the population will deal with mental health issues at some
point in their lives. The direct and indirect costs of mental iliness are estimated at over 4% of global GDP, more
than the cost of cancer, diabetes, and chronic respiratory disease combined [8]. The World Economic Forum
identified five priorities for improving mental health, including improving access to mental healthcare and
encouraging the development of novel therapies to treat mental health conditions [13]. Digital technologies
hold much promise for transforming global mental and behavioral health systems, improving accessibility and
affordability while also enabling scalable and fit-for-purpose solutions [8].

Advances in medical science offer many opportunities for contributions from the control engineering and
science community. Increasingly, digital therapeutics are being explored for mindfulness and pain management.
These technologies integrate virtual reality, gamification, and novel sensing technologies to improve patient
outcomes. Digital companions can improve healthcare, quality of life, and medical outcomes by encouraging
compliance with medical interventions that are used in the home, such as inhaler use or insulin delivery. In the
remainder of this section, we highlight two topics that are particularly relevant today and shape the way that
we think about how we can lend our expertise to improve healthcare delivery and quality of life for the world.
First, we discuss pandemics and endemics in greater detail. Then, we provide some context for medical device
development and its regulatory aspects.
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Pandemics and Endemics

As the SARS-CoV-2 pandemic made clear, infectious diseases pose serious risks to public health. Mitigating
such risks is imperative but difficult for several reasons, including uncertainty in disease dynamics and the
nuances of human behavior. Societal leaders must use the information available to make decisions that
minimize the costs of an epidemic. These costs include the direct health effects of the disease and secondary
societal effects such as unemployment, loss of educational opportunities, and mental health concerns. There is
an endless variety of infectious diseases that menace humanity, each of which requires different interventions
to control. A 6-foot social distancing mandate, while effective for slowing the spread of airborne diseases,
does very little to stop the spread of cholera transmitted through the water supply. As policies to prevent future
epidemics are put in place, various interventions must be understood and weighed against their effectiveness
for a given disease and any externalities they may pose on individuals and society.

Applying policies to mitigate the spread of disease is not new to the SARS-CoV-2 pandemic. Quinto Tiberio
Angelerio, a physician in late 16th century Sardinia, advocated for lockdowns, social distancing, and
quarantines to stop the spread of the plague [14]. Even without fully understanding the nature of disease
transmission (the germ theory of disease spread would not be proven until Leeuwenhoek developed a strong
enough microscope in 1675), Angelerio intuited that by instituting preventive measures, the spread of plague
could be slowed. Angelerio’s success reaffirmed one of the most powerful maxims of control theory: coarse
models can be used to develop effective and robust feedback control.

From a modern perspective, understanding how to apply systems and control theory to use measurements,
synthesize models, and derive effective policy recommendations will be instrumental in preventing future
epidemics. Projections indicate that, while pandemics have occurred regularly over time, data indicates that
they arise more frequently now than in the past [15]. Moreover, because of changes in globalization and travel,
once a pandemic starts, there is a greater risk that it will spread throughout the population. Modern techniques
that can be used to limit the spread of disease include testing, contact tracing, vaccination, social distancing,
masks, and others. Understanding how these approaches work together and how they might be implemented
in the real world is imperative. For more details and discussion on pandemics, please see Appendix 2.A.

Medical Devices and Regulatory Considerations

Medical devices contain hardware and software elements, like other devices, but might have a different product
life cycle and are subject to regulatory approvals per their classification. A consumer electronic device design
and development process might be as short as a few months from early design to manufacturing. In contrast,
medical devices may take several years from conceptual design to a cleared product. Safety, reliability, and
security are fundamental principles in the design, testing, and clinical evaluation of medical devices as well as
clinical effectiveness of a device.

In the United States, the Food and Drug Administration (FDA) is the body that is responsible for protecting
public health. It accomplishes this by assuring the safety (the device does not expose the user or others to
unnecessary risk from its use), efficacy (the device is effective in achieving the claims that are made for its
intended use), and security (the device has been designed to protect the users and others from unintentional
harm and misuse) of medical devices [16, 17]. Software as medical device (SaMD), software in medical device
(SiMD), and software that is used in manufacturing or maintenance of medical devices are three types of
software that are related to medical devices and will need to follow the regulatory guidelines and be subject to
regulatory review [17, 18]. The FDA has published guidance related to medical device development and testing
for medical software and control algorithms for medical devices such as:
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1. Software as a Medical Device (SAMD): Clinical Evaluation Guidance for Industry and
Food and Drug Administration Staff [19]

2. The Content of Investigational Device Exemption (IDE) and Premarket Approval (PMA)
Applications for Artificial Pancreas Device Systems Guidance for Industry and Food
and Drug Administration Staff [20]

3. Investigational Device Exemptions (IDEs) for Early Feasibility Medical Device Clinical Studies,
Including Certain First in Human (FIH) Studies Guidance for Industry and Food and Drug
Administration Staff [21]

4. Policy for Device Software Functions and Mobile Medical Applications Guidance for Industry
and Food and Drug Administration Staff [22]

2.B.3 Targets of Opportunity for Control Systems Scientists
and Engineers

Ensuring equitable access to high-quality healthcare, advanced diagnostics, preventive methods, and
infrastructure is critical to realizing continued longevity and quality of life as we age. While this work relies
on the contributions of a broad team of experts, including scientists, policymakers, and clinicians, control
systems scientists and engineers play a critical role in advancing healthcare and quality of life.

We have identified a number of specific targets of opportunity related to healthcare and quality of life.
These are grouped in three high-level categories: a) medical technologies that work at the systems level,
b) neuroengineering solutions for modulating the activities of the central and peripheral nervous system, and
c) medical devices that incorporate closed-loop control for regulating or treating diseases. We offer a summary
of the opportunity and suggest high priority research opportunities for each category.

Medical Technologies

Medical Internet of Things (loT): Medical internet of things (IoT) is a growing collection of sensors, actuators,
and clinical and personal decision support systems that are capable of sharing information, providing a
connected infrastructure, a system of systems that can monitor, diagnose, and provide clinical insight or therapy
to individuals. The loT domain is large and growing, including sensors like continuous glucose monitors (CGM),
wearable activity trackers or wellness devices, and GPS and calendar applications (apps) that are part of a
mobile smartphone (see Figure 2.5). The information fusion of these IoT devices brings new opportunities for
making medical diagnoses. It also delivers new tetraphonic modalities where control and monitoring strategies
can lead to data creation, analytic engines, and therapy control. One example of such a system is automated
insulin delivery (AID) or artificial pancreas for people with Type 1 diabetes (T1D). A CGM provides information to
a control algorithm that is embedded in a medical device such as an insulin pump or a medical app in a phone
that controls insulin delivery from a pump. Such an AID can be enhanced with information from an activity
tracker, sleep monitor, or another wearable device to improve the automation of the system beyond single-
input single-output (SISO) control. This can include additional predictive capabilities, disturbance estimation
and rejection, and behavioral control opportunities such as targeted coaching to users [23, 24, 25].
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Figure 2.5: Schematic diagram of a medical loT clinical system [23].

Decision Support Systems (DSS): Decision support systems (DSS) can operate in a stand-alone manner, or
they can be embedded in closed-loop systems to provide enhanced clinical outcomes. For example, while
commercial closed-loop systems are increasingly finding acceptance among individuals with Type 1 diabetes,
the vast majority of individuals managing their glucose levels are doing so without closed-loop automation [26].
A good fraction of those individuals use devices that provide guidance and support for glucose management
in the form of smart pens, continuous glucose sensors, advanced insulin pumps, and web portals [27]. These
technologies can augment human decision-making in the form of warnings and alarms, glucose predictions,
insulin dosing guidance, and more. Unlike closed-loop systems that automatically adjust insulin dosing,
these systems can provide valuable guidance on fine-tuning an individual’s insulin regimen (e.g., adjustments
to basal profiles or updates to carbohydrate ratios). These technologies can be embedded in web portals that
integrate e-health and telemonitoring programs. Often, an engineering research system will be evaluated in
a decision support framework prior to testing in a fully automatic mode. Such systems have demonstrated
measurable improvements in clinical outcomes [28].

Neuroengineering

The new bridges between brain science and brain technology offer novel control science opportunities. Brain
signals are dynamic and multiscale. Processing brain data and modeling brain functions must acknowledge
those properties. Brain circuits are plastic, variable, and uncertain. Designing machines that interact with
brain circuits must acknowledge those properties. Feedback is central to brain operation at any temporal and
spatial scale, so controlling brain circuits must acknowledge those properties. Brain sensing and actuator
technologies are booming, but the control theory of machines that interact with the brain is still in its infancy.
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Progress in brain medicine and in brain-inspired technology is expected but will be increasingly limited by
the absence of a control theory of brain-machine interaction. For example, deep brain stimulation (DBS) is
an approach to treating neurological and psychiatric disorders (such as Parkinson’s disease) by stimulating
neurons in the brain with an implanted electrode. Broadly stated, neurostimulation relies on both measurements
of patient state (e.g., limb accelerometers, EEG, single neuron recording) and an actuation stimulus (e.g., DBS,
pharmacological agent) [29]. Current clinical approaches rely on open-loop stimulation protocols (duration,
amplitude, frequency of a pulse train). However, recent short-term clinical studies show promise for closed-
loop strategies to automate the treatment [30, 31].

Over the years, a wide range of algorithms have been investigated, ranging from Proportional-Integral-Derivative
(PID) to geometric control to adaptive controllers [30]. At the core of most algorithms being investigated is a
method for learning and adapting the algorithm in response to the patient’s changing characteristics over
the course of days, months, or years [31]. Commercial DBS systems from multiple companies (including
Medtronic, NeuroPace, and Boston Scientific) have been approved by the FDA. Some of these are for open-
loop treatment, and at least one is for closed-loop treatment of Parkinson’s disease, dystonia, and obsessive-
compulsive disorder. Numerous challenges remain in developing safe closed-loop DBS systems, including the
determination of reliable biomarkers (measurements), battery design, decision support systems, and control
algorithm optimization.

Opportunities for control systems scientists and engineers exist within the field of neuroengineering beyond
the application of DBS. We categorize these in three areas.

1. Neuroscience: New measurement devices provide neuroscientists with an unprecedented
wealth of data covering a broad range of spatial and temporal scales. New modeling and analysis
methodologies are needed to acknowledge the multiscale and dynamic nature of brain function.

2. Neuroengineering: New actuation devices lead to increased interaction between machines and
brains that provide novel opportunities to restore impaired brain functions. Control theory is needed
to acknowledge the closed-loop nature of brain-machine interaction, and new methodologies are
needed to account for the spiking nature of brain signals.

3. Neuromorphic Engineering: Brain-inspired sensors, actuators, and computing devices offer novel
opportunities to make artificial machines more like animal machines in their energy efficiency and
attention capabilities. Reducing the carbon footprint of digital Al will be a major challenge in the
forthcoming decades.

For more details and further discussion on neuroengineering, please see Appendix 2.B.

Closed-Loop Control of Medical Devices

The opportunities for closed-loop control of medical devices is much broader than the snapshot of applications
summarized here, and they continue to grow. Researchers continue to explore novel control strategies for
drug dosage for applications ranging from HIV to cancer. New directions are also revealed, motivated by
the challenges of the COVID pandemic, such as the work of Sri Sarma and colleagues at Johns Hopkins
University. They propose a solution to automate ventilator control to optimize levels of peripheral capillary
oxygen saturation. Using data-driven linear parameter-varying (LPV) dynamical systems models, which
relate patient clinical state and ventilator inputs to the output oxygen levels, the team proposes the design of
controllers using linear matrix inequality (LMI)-based methods [32]. Below are a few scenarios that offer unique
opportunities for our community and potentially impact healthcare and quality of life for broad populations.
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Automated Anesthesia: Closed-loop anesthesia systems have been researched, designed, and evaluated
in the clinical setting for over 20 years. The operating room environment is quite complicated, with the
need to monitor many critical variables on a real-time basis. However, a distinct advantage of this setting
is that nonportable sensors can be employed that would be too cumbersome or impractical for ambulatory
applications. The physiological variables that must be monitored include the depth of anesthesia (DOA),
metabolic status, hemodynamic state, and other physiological conditions. The DOA has been the subject of
intense research over the last two decades, and sensors are available to determine the depth of anesthesia
through correlations. These sensors are inferential in nature. They do not directly measure the medical state
of anesthesia, which is characterized by such patient responses as hypnosis, amnesia, analgesia, and
muscle relaxation. Instead, they measure the state of electrical activity in the patient’s brain. A promising
method is the bispectral index, derived from signal analysis of an electroencephalograph (EEG) [33, 34]. A
commercial tool for translating EEG signals using wavelets to indicators for closed-loop anesthesia control
is available (WAVCNS from NeuroSENSE) [35].

A variety of manipulated inputs are also available, resulting in an intrinsically multivariable control
problem. Some candidate-manipulated variables include vasoactive drugs such as dopamine and
sodium nitroprusside, as well as anesthetics (isoflurane, propofol, isofluorane, remifentanil, etc.). Like
the developments with the artificial pancreas, a variety of control algorithms have been investigated with
the primary categories being PID control, model predictive control (MPC), and rule-based control [33].
Pharmacokinetic/pharmacodynamic (PK/PD) models have been used directly in model-based schemes
and indirectly in PID and rule-based designs that employ predictions of drug levels and use override safety
systems [35]. Multiple simultaneous PID controllers have been clinically evaluated, with demonstrated
improvement over manual control (as determined by postoperative cognitive measures), although the
differential benefit of one control loop over the other could not be quantified [34]. Recognizing the need
to have robust solutions across populations, recent work has also begun to explore the use of scaling
principles to create a personalized PID algorithm that led to reduced interpatient variability [36].

Cardiac-Assist Devices: Cardiac-assist devices are mechanical pumps that provide cardiac output at
an appropriate pressure that allows normal circulation of blood through the patient’s body, subject to the
changing demands for cardiac output as a function of the patient’s state (e.g., level of exercise, emotion,
posture, etc.). These devices are critical to the support of patients in the end stages of congestive heart
failure [37]. The ideal device would mimic the body’s own mechanisms for maintaining cardiac output at
target levels. However, the first-generation devices were rather primitive in terms of automation, requiring
the patient to adjust the set point. One of the more challenging aspects of the control design problem for
ventricular-assist devices is the correct anatomical placement of the sensors and actuators for individual
patients and doing so to limit susceptibility to infection. The current generation of devices span catheter-
based interventions for short-term circulatory support all the way to long-term implantable pumps [37].
Most of the current devices on the market incorporate proprietary pump and flow control algorithms with
scant details on the controller. However, recent results point to the growing availability of patient data that
can be used to build predictive models of hemodynamic variables using Al-based and other methods (see,
for example, Abiomed's devices [38)).
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Diabetes Devices—Connected and Automated: Insulin management or delivery can be divided into two
main classes. Automated insulin delivery systems (AIDs) combine an insulin pump, CGM, and algorithm (see
Figure 2.6 for a taxonomy of automated insulin delivery systems). Smart insulin pens or caps report the amount
of insulin dialed and/or delivered to a clinical decision-support system (CDS). AID systems and smart pens
are designed to improve glycemic control for people with diabetes and reduce the day-to-day burden and
the decision-making around the amount of insulin that should be delivered. The FDA has already cleared
several systems for use and others are under development by both commercial entities and individuals or
communities like the DIY movement. Different feedback-control strategies ranging from PID and fuzzy logic to
model-based and optimal control, are used and are embedded in the insulin pump or run as a mobile medical
device in a smartphone [39].

Time-
Fixed  varying Patlont Meal Announcement
[ = = = Treatment Meal Bolus (SC, IP, or Inhaled)
Set Point » Action Pramlintide Delivery
Desired Glucose I No Additional None {full J
Concentration Tuning Hormones one (fully automated)
Zone + Glucagon I I
; +Glucagon | + Pramlintide *
4 Calculated Insulin ;
»| Controller Pum Patient [ mymee = w——
> i Dosage A Blood Glumse;zi
N\ " other Physiological
MPC/NID\FL I L IParumeters
[]
= — -l
Model
[ - 2
Physiological ~ Empirical None I I
1
Sampling " Activity
Static Adaptive Interval .
P Processed g Data Monitor
' Sensor
Neasurement Processing No Additional
/l\ _ 7 N\ . Sensors
None Filtering ~ Single Multiple
Fault Glucose  Glucose

Detection

Figure 2.6: Taxonomy of automated insulin delivery core design and options [39].

While great strides have been made with the artificial pancreas, numerous open challenges remain for
continued research and development. All the current products are “hybrid” systems. They require the person
with diabetes to estimate and program the bolus associated with meals. It is also fair to say that the current
devices were designed to compensate for overnight excursions (i.e., avoiding hypoglycemia) as well as meal
compensation (in a hybrid model). However, they have not been optimized to handle exercise and strenuous
activities.

There are myriad challenges with designing a dosing strategy during exercise, including the availability of
suitable sensors and how to customize the strategy to the fitness of the individual. Another major challenge is
distinguishing between exercise in a low-stress training mode versus exercise during a stressful competition.
The former tends to deplete and lower blood glucose levels, while the latter can lead to elevated glucose
levels, which block insulin receptors [40]. Consequently, an identical signature in activity-based sensors might
require diametrically opposite compensation strategies in the two scenarios.
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There are limitations to what a device can do that is extracorporeal, but there have been promising results with
devices like the DiaPort that point to the promise of full automation [41]. Another striking observation about
the artificial pancreas is that it is intrinsically a single-input (insulin), single-output (glucose) control system.
Further advances are needed in developing sensors for implicated physiological variables (insulin, ketones,
cortisol, lactate, etc.) that are sensitive at physiologic levels, can report in real-time, and can be designed
for on-body use [42]. On the input side, there have been promising early results with glucagon as a counter-
regulatory hormone that might be dosed in tandem with insulin. There have also been studies of amylin in
closed-loop systems where amylin modulates the meal (i.e., disturbance) response and allows insulin to more
fully compensate for meal excursions [43, 44].

Recommendations

For young researchers: To help improve healthcare and quality of life, young researchers must do
more than acquire strong analytical, quantitative, and qualitative skills. We encourage you to seek
out and embrace transdisciplinary collaborations, continue to learn about equity and social justice,
and always be inquisitive. Just because you can formulate and solve an optimization problem does
not mean that you have the correct or best cost function. Further, it is essential to work hand in hand
with professionals who have domain expertise, especially in healthcare. Finally, while this section
has explored numerous research directions related to healthcare and quality of life, do not limit
yourselves. Be creative and seek out other important, interesting problems that will improve the lives
of individuals, communities, and/or society.

For funding agencies: The control community has played essential roles in innumerable fields over
the last several decades and will continue to contribute, especially with respect to healthcare and
quality of life. It is essential that funding mechanisms be of the scale and scope necessary to support
cross-disciplinary teams that can cultivate complete, holistic solutions.
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2.C Smart Infrastructure Systems

Dan Work, Carlos Canudas de Wit, Masayuki Fujita, Hideaki Ishii,
Karl H. Johansson, Anuradha M. Annaswamy

Infrastructure systems such as those in transportation and energy are primed for digital
transformation that will enable new capabilities through advances in communication, sensing,

and methods for interpreting data. We discuss novel challenges in building smart infrastructure due
to the complexity of societal-scale problems as well as opportunities to contribute to

solutions through interdisciplinary research

Abstract Infrastructure systems are the basic physical and organizational structures and facilities that a
society or enterprise needs to operate. They support planning, operation, and safety. In this section, we will
highlight how advances in communication, sensing, and methods for interpreting data are enabling new
capabilities for such systems. Built infrastructure systems are increasingly connected and are actuated, offering
opportunities to increase resilience, sustainability, and performance. Digital transformation will make future
infrastructure systems more interactive, dynamic, and integrated. By combining sensing, communication, and
actuation at scales that have previously been out of reach, new high-performance infrastructures will emerge
that can adapt and respond to the changes in the environment and needs of society. Such dramatic changes
are primed for many societal-scale infrastructure systems. We provide a brief overview of the prospects and
future challenges in several sectors, including transportation, energy, water, and food and agriculture. We
further discuss why solving these societal-scale problems with smart infrastructure will require interdisciplinary
collaboration across multiple domains beyond control systems. This may range from other engineering
disciplines to public policy and administration.

2.C.1 Introduction

Infrastructure systems are the basic physical and organizational structures and facilities (e.g., buildings, roads,
and power generation) that a society or enterprise needs to operate. Infrastructure systems have been around
as long as urban centers, supporting a society’s needs for its planning, operation, and safety. Advances in
communication, sensing, and methods for interpreting data enable new capabilities for designing, managing,
and operating infrastructure systems. Built infrastructure systems are increasingly connected and are actuated,
offering opportunities to increase resilience, sustainability, and performance of critical systems that support
society. Facilitating this transformation while recognizing the unique needs of each community is important to
meet the growing complexities and needs of future infrastructure systems.
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While today’s infrastructure systems are largely static, infrastructure systems of the future will need to be
interactive, dynamic, and integrated. While today’s systems are physically coupled, they are often managed
independently, which does not allow interdependencies to be exploited. Future infrastructure systems will
combine sensing, communication, and actuation at scales that have previously been out of reach, enabling
new high-performance infrastructure that can adapt and respond to a changing environment and changing
societal needs.
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2.C.2 Drivers: Infrastructure Systems Undergoing
Digital Transformation

Many societal-scale infrastructure systems are primed for digital transformation, including transportation,
energy, water, and food and agriculture (see Figures 2.7 and 2.8 for a few examples). The same technologies
used to advance smart infrastructure will also help develop a smart society.

Transportation

Smart transportation systems are well-positioned for dramatic breakthroughs in performance. The widespread
adoption of smartphones, which began about 15 years ago, helped unlock personal navigation, real-time
traffic monitoring, new ride-sharing services, and more. While commuters are connected through advances in
smartphone technology, the vehicles themselves and the infrastructure (e.g., traffic signals) do not share this
same level of sophistication. Commercial vehicles are sold worldwide with Society of Automotive Engineers
level 1 and level 2 automation capabilities, but true “brain-off” driving has not yet matured into a commercial
technology. There is a large gap between simple automation technologies that are easy to use and offer
correct modalities and advanced machine learning approaches that can enable transformative performance
but often introduce brittle failure modes. Moreover, today’s commercially available automated vehicles operate
independent of the infrastructure and of other vehicles. Emerging 5G technologies will soon break the current
paradigm and open possibilities where cooperative driving and cooperative infrastructure can improve safety,
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reduce emissions, and improve overall transportation efficiency. Creating the estimation and control techniques
to manage mobility infrastructure at a societal scale is a core challenge for the coming decade.

Water

Population growth, urbanization, and climate change are dramatically increasing the demand for water systems
and driving the need for a holistic, intelligent decision-making framework for managing water infrastructures.
At the same time, the availability of new, cheap, and accurate sensing and actuation devices opens the
possibility to significantly improving our understanding of the needs and operational constraints of today’s
water networks. By increasing the availability of data describing the water network, it becomes possible to
create new data-driven tools for automating decision-making in the design, monitoring, control, and security
of urban water systems. The multidisciplinary design and analysis of monitoring and control methods for
smart water systems will open new possibilities to extract efficiencies that are out of reach for today’s water
networks. Possible enabling technologies include new approaches for state estimation of water hydraulics;
detection and isolation of water leaks; water pressure control; water quality state estimation; water quality
control; water contamination fault diagnosis; emergency response to water contamination events; and cyber-
physical security of water systems.

Energy

Meeting the global energy demand while simultaneously addressing the environmental impact of energy
production infrastructure is a key challenge of our time. Power systems, where innovations in the use of solar
and wind renewable energy started in the late 2000s, may lead in the transformation to smarter infrastructures.

Power networks are becoming increasingly hard to manage because of the large number of suppliers. This
makes it difficult to plan, dispatch, and balance supply and demand. Demand management solutions like
dynamic pricing can help influence consumer electricity use to respond to the intermittent generation of
renewable energy. While electric vehicles can contribute by bringing more batteries to the system, power grids
must prepare for a world in which large portions of the ground transportation infrastructure will move from
internal combustion to plug-in electric technologies—a dramatic shift that will occur over the next decade.
Better modeling, connectivity, sensing, and communication are needed to address a significant expansion in
the complexity of the power grid while simultaneously meeting a wider range of performance targets.

Agriculture & Food

Key challenges facing agriculture and food stem from the need to improve crop yield and increase the reliability
of the food supply chain to reduce food loss from the farm field to the table. Food production must dramatically
increase to meet the needs of a global population that continues to grow.

The importance of the food supply chain is easy to identify by recognizing that agriculture plays an important
role in many of the 17 Sustainable Development Goals adopted by the United Nations [45]. Notably, Goal 2 is
to “End hunger, achieve food security and improved nutrition, and promote sustainable agriculture.” One major
challenge to meet this goal is that current resource-intensive farming paradigms have proven to not be scalable
due to their enormous environmental impacts that cause deforestation, water scarcity, and greenhouse gas
emissions. Consequently, new approaches are needed to revolutionize the current practices of agriculture.
This might result in completely new forms of agriculture such as agriculture forestry, intercropping, and vertical
farming. Alternatively, it may require that agriculture become more efficient by moving to technology-enhanced
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precision agriculture in order to increase the production of highly nutritious foods at minimal environmental
impact. These improvements should go hand in hand with increasing the sustainability and efficiency of the
food production chain. Control technologies can contribute to these goals in the development of advanced
machinery, data-gathering and processing infrastructure, automated decision-making schemes, and precision
agriculture.

Beyond Infrastructure: Toward a Smart Society

A smart society is a human-centered society that aims to solve societal problems through a system that
integrates cyber and physical resources. It is enabled by many of the driving technologies facilitating smart
infrastructure, but it is more broad in scope and potential impact. A smart society connects all people, things,
and systems through information networks, and a variety of knowledge and information is shared to enable
the society to overcome various challenges. In a smart society, advanced methods will provide people with
information when needed, and automated technologies are expected to solve various problems. For example,
automated technologies will do tasks and make adjustments that humans have performed. The new value
created by innovation will eliminate disparities based on region, age, gender, language, and other factors,
enabling a finely tuned response to individuals’ diverse and latent needs. Social well-being will be improved
for everyone by promoting fairness, inclusivity, and trust. When data is used, the privacy of the individual is
respected. When services are designed, they support the needs of all citizens rather than exacerbating the
digital divide. Although smart society initiatives are beginning, most are still in the verification stage within
individual cities/regions. Many opportunities are yet unexplored.

2.C.3 Opportunities for Control

Resilience & Robustness

While these and other societal infrastructure systems are facing extreme challenges that drive needed
innovation, it is important to recognize that they do not operate independently. For example, future freight
transportation systems will be electrified, placing new demands on the power grid. These same transportation
systems are responsible for moving goods and people, including vital assets in the food supply chain. The
increased demands on the power grid will increase demands on the water needed for cooling. Water networks
require more energy to deliver water to population centers affected by climate change. Building methods to
advance the management of coupled infrastructure systems without simultaneously creating destabilizing
feedback loops will require new design and control approaches to manage the critical infrastructure systems
of the future.

Convergence

One of the key opportunities of control is to study how societal drivers such as smart infrastructure systems
or their integration influence individuals, groups, or society. These systems are highly interactive and affect
people’s everyday lives, requiring new techniques in building algorithmic models of human behavior at
different levels of fidelity (such as individual or societal-scale models). This also creates an opportunity for
interdisciplinary research between control theory and other fields in behavioral economics, cognitive science,
or human computational modeling. Techniques that capture human bounded rationality, rational inattention, or
models of decision-making along with data-driven approaches such as imitation learning or preference-based
learning can enable building computational models of human behavior. Although these models are effective
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for prediction, they are often not sufficient for interaction as they do not capture the closed-loop dynamics
of interaction between humans (or groups of humans) and smart infrastructure systems. Control theory can
potentially provide approaches for leveraging and improving human behavior models in a closed-loop manner,
as well as a formal approach for analyzing equilibria that can emerge from interactions between humans and
these intelligent systems during closed-loop, continual, and repeated interactions.

Multiscale Modeling & Control

The development and operation of smart infrastructures often require the orchestration and control of the
emergent collective behavior of large ensembles of entities or agents (e.g., sources and sinks in a power
network or intersections and autonomous vehicles in a transportation network) interacting with one another
in a nontrivial way over a complex graph. Steering the behavior of these large-scale complex systems can be
achieved by controlling the nodes of the network, endowing the edges with some dynamics or communication
protocol, or manipulating the structure of the network itself. The problem then becomes understanding how to
close the feedback loop across different scales. Typically the problem is to control the emergent behavior of
the network system or infrastructure of interest at the macroscopic scale while acting on the nodes, the edges,
or the network structure at the microscopic scale. A feedback connection needs to be established between
the sensed or estimated macroscopic behavior of the ensemble and the action (or actuation) that needs to be
taken at the microscopic level to steer the resulting collective dynamics in a desired direction. From a control
viewpoint, such complex network systems are examples of large-scale dynamic systems consisting of many
continuous- or discrete-time units interacting over a web of complex interconnections that can be either static
or time-varying.

A key opportunity for control is to address the open challenge of understanding how to close the loop across
different scales. This can be achieved by developing new decentralized and distributed estimation, control,
and optimization strategies to endow agents at the microscopic level with the ability to sense and control the
emergent macroscopic behavior stemming from their collective dynamics. This requires extending to this class
of systems analysis and synthesis strategies from classical control theory (e.g., controllability, observability)
without neglecting the often nonlinear, uncertain nature of the agent dynamics and the time-varying, evolving
nature of the underlying network of interest. Another fundamental problem is to analyze and prove convergence
of the controlled network system to certify its stability and robustness. A further opportunity for control is the
use of data-driven and learning-based control strategies (e.g., multi-agent reinforcement learning). These may
become fundamental in solving these types of problems because model-based approaches can be unable to
cope with the multiscale, uncertain, and complex nature of the problem of interest.

37



2.C.4 Recommendations
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Promote convergence research. Solving smart infrastructure problems will require collaboration
across multiple domains beyond control systems. These collaborations will include other engineering
disciplines, public policy, and administration. Acknowledging the needs and role of humans in
developing these systems will also expand the interdisciplinary frontier.

Expand R&D funding and experimentation sites. Many smart infrastructure systems are critical
to the well-being of society, and it is not possible to easily experiment on these systems without
degrading day-to-day operational performance. R&D funding is needed to expand realistic testbeds
and test facilities to produce critical datasets and validate new methodologies.

Expand collaboration with industry and government partners. Many critical infrastructure systems
are operated by government agencies in the public interest but depend on scalable technologies from
industrial partners. Collaboration by academic, government, and industry organizations can leverage
complementary areas of expertise that can help accelerate the pace of designing and deploying new
innovations for these systems.



2.D The Sharing Economy

Christos G. Cassandras, Robert Shorten, Anuradha M. Annaswamy

The Sharing Economy is a disruptive paradigm based on replacing traditional notions of ownership
with mechanisms based on sharing/on-demand access. Ideas central to this emerging discipline
resemble many system-theoretic concepts. Thus, systems and control concepts and methods
have an important role to play in managing shared resources and in efficient market design.

Abstract Sharing Economy is an economic model that transitions the current economy from owning (sole
possession) resources to accessing them (sharing) only when required. While the benefits are numerous,
this transition also entails multiple challenges and considerations, including privacy, safety, security, fairness,
risk, market distortion, and strategic behavior. Control-theoretic methodologies are well suited to address
many of these challenges, specifically those that involve effectively managing constrained resources at both
the aggregate (societal) and individual user levels. We argue that the Sharing Economy can be viewed as a
feedback control problem in which individual agents make up the plant and the control allocates the constrained
resource among agents. In such a framework, markets may be designed so consumers can exchange goods
and services in a peer-to-peer context using mechanisms such as transactive control. System and component-
level decisions would be made with economic transactions negotiated between the components of the system.
The management and design of shared services, while preserving privacy, is also an area familiar to control
engineers, where the goal is to develop infrastructure and algorithms to support sharing a pool of objects in a
community. A unique feature of the Sharing Economy is the importance of fostering compliance through the
design of social contracts using new cooperative control tools and modeling human behavior in a closed-loop
system. Game theory has an obvious role in developing compliance mechanisms, including access control
and adversarial settings.

2.D.1 Introduction

The Sharing Economy is an economic model that transitions from owning resources to accessing them only
when required. This transition is a consequence of dwindling resources and a higher cost for those resources.
This in turn makes it necessary to embrace circularity, monetizing assets that are not being fully used. It
requires a multitude of concomitant changes in how business is conducted, how the infrastructure is designed
to support collaborative consumption, and how user behavior adapts at both individual and aggregate levels
(see Figure 2.9). Examples of the Sharing Economy abound in every sector of the economy: transportation
network companies (e.g., Uber, Lyft) and vehicle sharing (e.g., Zipcar), peer-to-peer lodging platforms (e.g.,
Airbnb, Vrbo) in the service industry, microfinance institutions (e.g., Sardex, Prosper), co-working to share
office or product storage space, and reselling/trading platforms (e.g., eBay, Craigslist).
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In the energy sector, the Sharing Economy occurs, albeit indirectly, between the power grid infrastructure
and the building infrastructure, through the notion of flexible consumption serving as a negative load. Peer-
to-peer trading mechanisms are also emerging between electrical energy and thermal energy networks to
ensure adequate resources for both heating and electricity. Potential exists in introducing such transactive
mechanisms between the electrical network and the train network to leverage the same notion of flexible
consumption. The interest these new economic paradigms has attracted for both industrial applications and
broader societal adoption is well documented [46, 47, 48, 49, 50, 51].

Offer Request

Resource Management Demand

(Resource OWV Platform &esource Seeker)
gﬁ@ °°°

\ S D S Market Access 1T Market Access S D [ /
R~ R—/
Collect Pay %
7]
[
e
=]
o
(7]
(]
o
Resource

@

Figure 2.9: Overview of a Sharing Economy system.

The motivation for a Sharing Economy is multifaceted. For starters, many consumer resources have extremely
low use (e.g., the average car use is about 4%). Sharing this resource for on-demand use can dramatically
reduce the cost of ownership, including insurance and maintenance. Globally, competition for resources is
intense, driven by an expanding gray community and middle class. In the face of such pressure, sharing
resources would appear to be one tool that would allow living standards to be maintained, or even increased,
in the face of constrained resources.

From a societal standpoint, reducing the number of certain resources, such as pollution-generating vehicles,
can benefit the environment. It is worth noting that managing access to shared resources, as opposed to
building more efficient devices, will be a central pillar in the fight against global warming. William Jevons
noticed in the 19th century that developing new, more efficient technologies often stimulates more aggregate
demand and counteracts the impact of new technology. Pollution in our cities and our insatiable demand for
energy readily yield, at least in part, examples of this effect, known as the Jevons paradox. For example, the
fact that cars are rated on per device emissions factors ignores the impact of this effect and allows major
technology providers to ignore the aggregate impact of their devices. Using control theory to manage access
to shared assets is a fundamental tool to combat the effects of Jevons paradox.

A Sharing Economy also offers access to resources that might not be feasible or practical to own (such as a
car) or to obtain (such as a bank loan) without assuming prohibitive amounts of risk. At the same time, features
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intrinsic in sharing platforms, such as ratings and reviews, contribute to building stronger user communities.
This keeps both providers and consumers honest, promoting interpersonal collaboration and even using a
platform’s influence to assist those in need (e.g., Airbnb coordinating free accommodations for people affected
by natural disasters). Moreover, a Sharing Economy is greatly facilitated by technological developments
that enable ubiquitous networking and easy access to platforms that coordinate resource sharing and build
constructive relationships where none existed before.

It is important to recognize and pinpoint the fundamental differences between the operation of a Sharing
Economy (also referred to as collaborative consumption) and current practice. One such difference is that
many resources and services are not centrally created but may often be produced by consumers, leading to
the emergence of prosumers [52, 53, 48]. An example is the use of a parking space consumed when one uses
it for their own vehicle and then produced as a resource for somebody else. Although joint production and
consumption itself is not new, the scale at which it is now being carried out is unprecedented in the volume
of transactions, number of people involved, and the granular nature, both in space and time, of the resources
shared.

With the benefits of a Sharing Economy come numerous challenges, many of which constitute problems that
can be squarely addressed using approaches intimately familiar to the control systems community. Those
challenges include:

Privacy, Safety, and Security: In the networked environment required for information sharing, privacy and
safety concerns arise similar to those already extensively studied in the context of CPS. These take center
stage in the context of the Sharing Economy as they become more complex due to the presence of multiple
owners.

Market Distortion: The introduction of multiple ownership, as well as new mechanisms such as peer-to-
peer markets, is a complex systems problem. When a peer-to-peer marketplace is established within an
already existing traditional marketplace, the latter often experiences new kinds of short-term disruptions (i.e.,
instabilities), as seen in some housing markets (due to Airbnb) or urban transportation (due to Uber and Lyft).
Such short-term instabilities may have to be analyzed and understood.

Fairness: Since the Sharing Economy critically depends on access to information through networking
technology, this can result in fairness concerns regarding the availability of this technology to all societal groups
and the way this could be manipulated. This and related concepts, such as energy justice, are becoming
increasingly important and can be analyzed through the systems and control lens. In addition, fairness includes
respecting the preferences of individual agents or groups when resources are allocated.

Risk: In many ways, replacing ownership with sharing entails a much higher degree of risk. As a prosumer,
one faces the risk of not being properly compensated for a resource or suffering damage to that resource by
those who consume it. The effective management of risk is a critical issue in a Sharing Economy. This includes
risk to the individual and collective actions, which have the potential to spread risk over groups of prosumers.

Gaming, Collusion, Cooperation, and Other Strategic Behavior Considerations: Cooperation is synonymous
with sharing and is a cornerstone of the multi-agent dynamic system that forms the backbone of an effective
Sharing Economy. At the same time, the presence of multiple owners and prosumers introduces several
challenges, including gaming, collusion, and overall strategic behavior. All of these aspects are important
features of a multi-agent dynamic system and have to be investigated. Moreover, this has to be done while
recognizing the time-varying nature of the decision processes involved.
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Despite these challenges, it is clear that the market forces driving the emergence of a Sharing Economy are
irresistible, and many large corporations are moving quickly to embrace the opportunity to develop new shared
services. A striking example is the automotive manufacturer Riversimple, whose vehicle components may be
owned by different entities.

Many ideas that are familiar to the control community are central to these market forces. Control-theoretic
methodologies are well-suited to address many of the challenges that arise in Sharing Economy applications
and business models, specifically those that involve the effective management of constrained resources at
both the aggregate (societal) and individual user levels. The use of feedback, as an example, is a tool that can
be used to deal with Jevons paradox, where technological innovation may result in unintended consequences
due to increased aggregate demand for certain resources that would counteract the effect of sharing them [54]
(also sometimes referred to as the rebound effect).

2.D.2 The Sharing Economy and Control

Interest in the Sharing Economy is being accompanied by innovation in three broad areas: new business
models, enabling technologies, and analytics. Systems and control theory have a role to play as new ideas
emerge across all three areas. At a very basic level, control is an essential component of the design of
Sharing Economy systems. Sharing a constrained resource involves regulation where there may be additional
complexities, such as determining the set-points. Sometimes, these problems rise to brand new classical
problems in control or classical problems but new human-centric constraints that may seem unfamiliar to
practitioners.

At a fundamental level, the need for control arises for two reasons. First, the Jevons paradox (the fact that new
technologies can stimulate demand to improve efficiency) manifests itself in many of the important problems
that we are interested in solving (such as pollution in our cities, greenhouse gas emissions, and even poverty).
Such examples can be also readily found in other domains, and one approach to address the Jevons paradox
is to manage the aggregate effect of human behavior as part of the system being designed. This involves
acknowledging the fact that resources are always constrained and should be shared, and that sharing them
can be managed by treating sharing as a combined multilevel optimization and control problem. In the case
of vehicle pollution, the safe level of aggregate emissions could, for example, be treated as the resource to be
shared among drivers in the city [55, 56].

In terms of novelty from a control perspective, the feedback loop must be designed to account for the human-
centric constraints of the ensemble being controlled—such as fair access to the resource and guaranteed
quality of service for individual users. In general, most problems that arise in a Sharing Economy can be
cast in a framework where a large number of agents, such as people, cars, or machines, often with unknown
objectives, compete for a limited resource. The challenge is to allocate this resource in a manner that is not
wasteful, gives an optimal return on the use of the resource for society, and gives a guaranteed level of service
to each of the agents competing for that resource. The primary problem in this framework is one of matching
supply with demand and doing so in a way that provides adequate stability and resiliency.
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Figure 2.10: Sharing Economy system as a feedback control problem. Individual agents make up the plant and
the control allocates the constrained resource among agents [57].

This gives rise to a whole host of problems, which, in principle, are best addressed in a control-theoretic
manner. First, we want to fully use the resource, which is a regulation problem. Second, we want to make
optimal use of the resource. While both of these objectives are concerned with the aggregate behavior of an
agent population, they do not attempt to control how agents individually orchestrate their behavior to achieve
this aggregate effect. Therefore, the third objective must focus on the effects of the control on the microscopic
properties of the agent population. Ultimately, this third objective can be phrased in terms of properties of
the (generally stochastic) process capturing the share of the resource that is allocated to an individual agent.
For example, we may wish that each agent, on average, receives a fair share of the resource over time. At a
more fundamental level, we wish the average allocation of the resource to each agent over time to be a stable
quantity that is entirely predictable, does not depend on initial conditions, and is not sensitive to noise entering
the system. From a control perspective, the challenge is to design the feedback mechanism in a way that the
stochastic system is ergodic and in a manner in which the invariant measure can be shaped to have desirable
properties (see Figure 2.10 for a schematic of the overall feedback control problem).

Regarding the design of the feedback control system, these latter concerns are related to the unique invariant
measure (assuming agents behave stochastically) that governs the resource distribution among the agents.
Thus, the design of feedback systems for deployment in multi-agent applications must consider not only
the traditional notions of regulation and optimization but also the guarantees concerning the existence of
this unique invariant measure. This is not a trivial task and many familiar control strategies, even in very
simple situations, do not necessarily give rise to feedback systems that possess all three features [57]. This is
especially the case when one considers the design of two-sided markets.
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Finally, it is important to point out that often non-Sharing Economy agents seek to optimize their individual
(selfish) performance with no concern for the aggregate (social) system performance. In other words, agents
compete for resources rather than cooperate, as is in a Sharing Economy. It is well known that a cooperative
optimum (maximizing a social welfare function) is better than the equilibrium achievable through individual
optimality. This difference is reflected through what is known as the Price of Anarchy, which can be explicitly
quantified in instances where data are readily available, e.g., in transportation systems [58].

2.D.3 Where Can Control Make a Difference?

The Sharing Economy gives rise to many issues that are of deep interest to the systems and control community.
After all, sharing is both about regulation of a resource and giving a community (or pool of agents) fair access
to this shared resource. In terms of mathematical system construction, several distinct directions of Sharing
Economy systems have emerged that are directly relevant to the control and systems community. We list some
of these which are perhaps less conventional from a systems and control perspective.

Peer-to-Peer Market Design: This type of Sharing Economy system emerges in the context of prosumer
markets where consumers can exchange goods and services in a peer-to-peer context. The design of peer-
to-peer markets is a fertile ground to apply ideas from mechanism design, game theory, distributed ledger
technology, consensus, distributed optimization algorithms, optimal transport, and the stable marriage
problem. Work on the design of such markets will be familiar to most control engineers and is being undertaken
by many, especially given the contemporary interest in consensus problems. [59, 60]. A critical issue and
frontier topic in the design of peer-to-peer markets concerns the exchange and sharing of data. Data is unlike
other shared resources because it is easily copied and replicated. While recent work by eminent researchers
[61, 62] has attempted to design such markets, much work remains to be done. This sharing of and shared
valuation of data problem is of considerable interest to industry, and is perhaps one of the problems that is
currently most pressing. It brings together ideas from peer-to-peer market design [60], distributed ledgers, and
economics, like the Shapley value [63].

Transactive Control: This distributed control strategy is another emerging tool that may be used to design
shared economies. Because the consumer plays an active role and can carry out decisions that impact the
overall Sharing Economy system, the question is about the actual signal from the infrastructure to which
the consumer responds. Transactive control is defined broadly as a mechanism through which system and
component-level decisions are made through economic transactions negotiated between the components
of the system [64]. It is being explored in depth in the context of a smart grid [65, 66] and smart city
infrastructures [67, 68]. Given that transactive control provides an opportunity to design a closed-loop system,
the specific feedback mechanism of the underlying transactions needs to be suitably designed. It also needs to
accommodate both the consumers’ behavioral model and the infrastructure managers’ economic objectives.
A plethora of challenges remains to be addressed, as a result, pertaining to cooperation and coordination of
multiple consumers and organizations, dynamic traffic design, constraints on all entities that are involved in
the underlying transactions, and dynamic modeling and accommodation of multiple time scales associated
with the problem. No matter the market structure used to design the overall shared economy (peer-to-peer,
bilateral, auction, or others), the underlying coordination between multiple stakeholders may be through
economic transactions, and therefore through transactive control.
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Management and Design of Shared Services: The second emergent area very familiar to control engineers
concerns products and services that are designed to be shared. Here, the basic idea is to develop both the
infrastructure and algorithms to support the sharing of a pool of objects in a community. The most basic
elements of designing a shared service are its dimensioning and management. At a very high level, the key
questions here concern how many shared items are needed to deliver a certain quality of service (QoS) to the
community and/or which users should collaborate to create a sharing system.

On the one hand, problems of this nature often reduce to classical problems in queuing theory which are
familiar to the control theory community, but with additional constraints [69, 70]. First, the dimensioning
problem is often coupled with the supply-demand statistics, and in some cases, can even influence them.
Additional complications arise when sharing systems are themselves coupled.

Further complications are intrinsic to the nature of sharing. For example, a fundamental problem is ensuring
that all agents, on average, receive an equal QoS over time. Fairness problems of this nature are common in
the networking and Al communities but are rarely discussed in control, despite their obvious connections to
consensus and optimization. Further